
In this paper, we analogize social relation detection to scene graph

generation and we call it Video Social Relation Graph Generation

(VSRGG), which involves generating a social relation graph for each video

based on person-level relations. We propose a Context-Aware Graph

Neural Network (CAGNet) to solve VSRGG, which effectively generates

social relation graphs through message passing, capturing the context of

the video. Additionally, we construct a more challenging dataset, VidSoR,

to evaluate VSRGG, which contains 72 hours of videos with 6,276 person

instances and 5,313 relation instances of eight relation types.
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Method
We propose a novel social relation graph generation method, named CAGNet, which captures context

information by a graph message passing mechanism.

• Person Detection: find main characters in the videos and detect both faces and bodies

• Graph Proposal: propose the potential edges to construct a sparse social relation graph

• Feature Extraction: face and body features are extracted and fused to generate node features and temporal

features are extracted from key frames of person pair as edge features

• Relation Prediction: graph message passing mechanism is introduced, in which vertex feature and edge

feature are iteratively updated with message from adjacent vertices and edges.

Introduction

Experiments

Comparison with SOTA: We compare our CAGNet with different methods related to VSRGG, including

methods for social relation recognition in images, social relation recognition in video-level, video social

relation detection in person-level, along with methods for video scene graph generation. CAGNet can make

accurate predictions with a comparably high mRecall in the case of only using visual features.

Ablation Study

• facial features + body features

• edge representations after message passing + vertex representations before message passing

• sliding window width 2
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Datasets: We construct a more challenging dataset, VidSoR,

which contains 72 hours of videos from more than 300 different

TV dramas.

✉

Evaluation setting

• VSRGG: only videos as input and output social relation graph

among the main characters.

• VSRGC: take both videos and main characters with a

collection of faces as input and generate social relation graph


