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Abstract Social relationships, such as parent-offspring

and friends, are crucial and stable connections between

individuals, especially at the person level, and are

essential for accurately describing the semantics of

videos. In this paper, we analogize such a task to scene

graph generation, which we call video social relationship

graph generation (VSRGG). It involves generating

a social relationship graph for each video based on

person-level relationships. We propose a context-aware

graph neural network (CAGNet) for VSRGG, which

effectively generates social relationship graphs through

message passing, capturing the context of the video.

Specifically, CAGNet detects persons in the video,

generates an initial graph via relationship proposal,

and extracts facial and body features to describe the

detected individuals, as well as temporal features to
describe their interactions. Then, CAGNet predicts

pairwise relationships between individuals using graph

message passing. Additionally, we construct a new

dataset, VidSoR, to evaluate VSRGG, which contains

72 hours of video with 6276 person instances and

5313 relationship instances of eight relationship types.

Extensive experiments show that CAGNet can make

accurate predictions with a comparatively high mean

recall (mRecall) when using only visual features.
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1 Introduction

Recent advances in the study of the synergy between vi-

sion and language have led to the understanding of video
content, where the analysis of the relationships between

two persons/objects has received much attention [1–3].

Existing research has mostly focused on the detection of

visual relationships between objects [1, 2], i.e., the inter-

actions and spatial relationships represented visually in
one or more video frames, while less attention has been

paid to the more stable and essential relationships, such

as social relationships [3–5]. As an indispensable part

of people’s daily lives, social relationship refers to the

association between different people, such as colleagues,

couples and friends [6].

Social relationship analysis lays the groundwork for

high-level visual reasoning tasks. This analysis enhances

the generation of descriptive visual captions [7, 8], such

as “the father gives an apple to his son” instead of

“a man gives an apple to a child”. It also improves

the accuracy of answers to visual questions [9,10]. For

instance, it is able to answer “his father” to the question

“who is giveing the child an apple?” instead of just “a

man”. In addition, social relationship analysis enables

the extraction of individuals’ attributes in social media

networks and facilitates the provision of personalized

recommendations and services [11].

Traditional research on social relationship analysis

focuses primarily on recognizing social relationships in

images [12–15]. However, image-based social relationship

analysis methods are not suitable for video analysis tasks

because they lack the ability to aggregate temporal

information and recognize related pairs of people

that do not appear in the same frame. Previously,

video-based methods only annotated one or more

social relationships in a given video [3, 4] without
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providing person-level social relationship analysis. The

effectiveness of understanding video content is limited

because, especially when there are multiple people in

the videos, existing methods are unable to determine

which pair of people or relationship is being described

or which relationship is being mentioned.

Person-level social understanding [16–18] requires

predicting the social relationship between two persons.

We draw an analogy between this task and scene graph

generation [19–21], where the goal is to construct a

graph of social relationships between individuals in a

video. We refer to this task as video social relationship

graph generation (VSRGG). Given a video V (Fig. 1

(a)), VSRGG requires detecting the set of people P = pk
appearing in V , and determining the social relationship
of each pair of people < pi, pj > or no social relationship

between them. VSRGG presents the social relationship

analysis result of a video in the form of a graph,

named social relationship graph (SRG), where each

vertex denotes a detected person in P and the edge

between two vertexes denotes the social relationship of

the corresponding pairs of people (Fig. 1 (b)).

Compared to existing tasks for analyzing social

relationships in images and videos, VSRGG faces several

technical challenges. The richness of pairs of people with

social relationships in videos exceeds that of images. In

video, two individuals can have a social relationship
without appearing in the same frame. This increases

the computational complexity and costs of VSRGG

compared to the tasks analyzing social relationships in

images. Furthermore, detecting social relationships at

the person-pair level proves to be more challenging than

detecting social relationships at the video level. Because
the performance of the methods in VSRGG relies heavily

on the accuracy of person detection, we introduce

another task called weak video social relationship graph

generation (VSRGG∗). VSRGG∗ takes video, along with

a collection of character faces and bodies, as input

to generate the social relationship graph (SRG). In

other words, VSRGG∗ uses annotated faces and bodies

instead of detected faces and bodies. Compared to

VSRGG, VSRGG∗ focuses specifically on the ability

of the method to perform classification.

Most methods for VSRGG use multimodal features

extracted from video, audio, and transcripts [5,16–18,

23–25]. However, visual features are not completely

exploited, especially in the fusion of character features

and temporal context features. The methods in Refs. [5,

16,18,23,25] encode visual features sequentially, while

the methods in Refs. [17,24] encode graphs to update

visual features. Sequential encoding methods often

combine temporal information with character features

using a simple concatenation strategy. Wu et al. [24]

(a) Video frames

(b) Social relationship graph
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Fig. 1 An example of the generation of a social relationship
graph on a given video, where p represents person and t
represents time (source from the DVU challenge [22]).

proposed combining frame-level graph convolutional

network (GCN) and clip-level GCN to generate the
final social graph. Frame-level GCN updates character

representations and character-pair representations with

multi-modal and multi-view information on each frame.

Long short-term memory (LSTM) is used to temporally

accumulate these representation features and generate

the input node of the clip-level graph. Hu et al. [17]

used an overall GCN and a distinctive-level GCN.

The overall level GCN with intra-edges and inter-

edges propagates the representation of each character.

The distinctive-level GCN focuses on the interaction

between two characters. LSTM is also used to encode

visual features temporally. The two methods both

encode temporal context with LSTM, which is still

a sequential-style encoder with limited whole-time

encoding capabilities. In this paper, we introduce a

novel VSRGG method, named the context-aware graph

neural network (CAGNet), which focuses on visual

information encoding for social relationship analysis in

video. Figure 2 shows an overview of CAGNet. CAGNet

exploits the message passing mechanism to capture

visual context while taking temporal information into

account. To address the limited presence of social

relationships in video, we propose a graph proposal

module to construct a sparse SRG. Each edge in the

graph represents a potential social relationship between

two individuals. Then, facial, body and interaction

features are extracted. Next, we propose a cross-vertex

message passing mechanism that incorporates temporal

context information into each edge representation during

prediction, which can encode visual features in a

global view. We employ both temporal context edge

representation and discriminative vertex representation

during prediction to identify the social relationship of

each edge and remove edges without social relationships.
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Fig. 2 An overview of the proposed context-aware graph neural network (CAGNet) method (source from the DVU challenge [22]).

The early video social relationship analysis datasets [3,

4] are annotated with video-level labels. Currently,

MovieGraphs [26] is the most frequently used dataset

for VSRGG, which was collected from 51 movies and
focused on human-centered situations such as people’s

interactions, relationships, emotions, and motivations.

BiliBili [16] videos have been collected for VSRGG;

however, they have not been published yet. Hence,

we construct another video social relationship dataset

named VidSoR for VSRGG. The dataset consists of

1798 video clips with 8 relationships. In comparison

to MovieGraphs, VidSoR has more valid video clips,

the average duration of the clips is longer, and there

are more average relationship instances in each clip.

Thus, our dataset presents significant challenges in social
relationship detection. We evaluate the performance of

the proposed CAGNet method using this dataset. The

results demonstrate that GACNet outperforms state-of-

the-art baselines.

In summary, the contributions of this study are as

follows.

1) We create VidSoR, a more challenging dataset for

evaluating VSRGG. This dataset was collected from

a larger number of data sources, and consists of more

valid clips with a greater number of relationship

instances and a longer average duration.

2) We propose a novel method called CAGNet for

VSRGG. This method incorporates a temporal

message passing mechanism to effectively utilize

visual information in a global view. In addition, it

achieves superior performance to methods that rely

on multi-modal features.

2 Related Work

2.1 Social Relationship Recognition

As an important component of social network analysis,

researchers have devoted significant attention to image

social relationship recognition. Initially, researchers

focused primarily on kinship recognition or verification,

as demonstrated by the studies in Refs. [27–31]. Inspired

by Ref. [32], Zhang et al. [6] utilized relationship

traits to represent diverse relationships and employed

human facial expressions to explore relationship traits

between individuals. Based on domain theory [33], Sun

et al. [12] introduced a dataset named “people in

photo album”, which included pair-wise relationships

such as father-son, friends, and colleagues. A double-

stream CaffeNet was utilized to perform classification

in their works. Li et al. [13] defined social relationships

according to prototype theory [34] and proposed a

dataset named “people in social context”. In their work,

they introduced a dual glance net that can capture

individual visual information and extract information

of background objects. However, since static images

are unable to capture the temporal dynamics between

characters, this task may differ considerably from

our task. Wang et al. [14] linked background objects

with relationships between people and constructed

a knowledge graph to assist in social relationship

classification and reasoning. Zhang et al. [35] extracted

global knowledge and intermediate-level information

from the relative position of the image scene and objects

to infer social relationships between people. Fine-grained

information on key points of the human body was

used to establish a person-pose graph. Goel et al. [15]
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presented the initial social relationship graph generation

task. Different from our social relationship graph, they

utilized age and gender to distinguish different person

instances rather than faces. They employed a message

passing mechanism to merge the vertex feature with the

edge feature and used the merged feature for pair-wise

relationship prediction. In contrast, we pass messages

for bi-direction, which enables each edge representation

to capture the whole context of the social relationship

graph.

2.2 Video Social Relationship Analysis

In recent years, researchers have begun to pay attention

to video social relationship recognition. Lv et al. [3]
defined video social relationship recognition as a multi-

label video classification task and proposed the first

video social relationship recognition dataset named

social relationship in videos (SRIV), which contains
approximately 3000 video clips with multi-label anno-

tation. They designed a multi-stream model to extract

and fuse features of RGB images, audio series and

optical flow and used a late fusion strategy to merge

different features for final classification. Liu et al. [4]

introduced the first single label video social relationship

dataset, the video social relationship (ViSR) dataset.

In their work, three types of graphs were constructed

that were designed to capture the behavior of each

person, the interaction between different people, and

the person-object relationship separately. Moreover, a

novel pyramid graph convolutional network was designed

to extract features from three graphs, which were

recently merged with the global feature to perform final

classification. MovieGraphs [26] and HLVU [36] were

constructed for person-level social relationship analysis

in videos. Kukleva et al. [5] presented a joint framework

to predict both interactions and relationships between

characters utilizing visual and textual features. Cao

et al. [23] proposed fusing spatio-temporal and multi-

modal semantic knowledge in videos. Xu et al. [16]

designed a multi-stream architecture for jointly em-

bedding visual and textual information after character

pair searching. Multi-modal cues in a hierarchical-

cumulative GCN structure was integrated by Wu et

al. [24] to generate the social graphs for characters. Teng

et al. [25] proposed a self-supervised multi-modal feature

learning framework based on the Transformer model.

Hu et al. [17] introduced a hierarchical-cumulative

graph convolutional network to integrate the short-

term multi-modal cues to generate frame-level graphs

and aggregate all frame-level subgraphs along the

temporal trajectory to construct a global video-level

social graph with various social relationships among

multiple characters. Hu et al. [18] integrated automatic

speech recognition, natural language understanding, face

recognition and face clustering, and extracted multi-

modal video relationships.

2.3 Scene Graph Generation

Another related topic is the generation of scene graphs,

which is widely studied in the computer vision field to

describe the spatial and structural relationships between

objects. In fact, the concept of using graph-based context

to improve scene understanding has been explored by

many studies in recent decades [37, 38]. For example,

Johnson et al. [39] were the first to introduce the problem

of modeling objects and their relationships using scene

graphs, which aimed to simultaneously detect objects

and their pairwise relationships. Zellers et al. [40]
proposed capturing higher-order repeated structures

of scene graphs for better performance. Similarly, Yang

et al. [41] developed an attention-aware GCN framework

to update node and relationship representations by

propagating context between nodes in candidate scene

graphs, and RNNs were used by Xu et al. [42] to jointly

refine object and relationship features in an iterative way

to construct the scene graphs. Wu et al. [24] introduced

a GCN to generate the social relationship graph for

multiple characters in videos.

Inspired by the structural representation of scene

graphs, we approach the video social relationship

recognition task by generating a social graph.

3 METHOD

To investigate visual information for analyzing social

relationships in videos, we propose a context-aware

graph neural network composed of four modules: a

person detection module, a graph proposal module, a

feature extraction module and a relationship prediction

module. The person detection module identifies faces

and bodies in a given video and groups them together

as characters. The graph proposal module builds a

character graph that includes features of characters

and their interactions. The feature extraction module

produces features for faces, bodies and frames that

capture person interactions. The relationship prediction

module utilizes message passing to combine entity

features and context features, thereby enhancing the

representation capability of graph features for predicting

social relationships.
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3.1 Person Detection

We first need to find the main characters in the videos

to detect relationships between people. Inspired by

Ref. [12], we detect both faces and bodies for further

feature extraction. One keyframe per second is selected

for each clip and faces in keyframes are detected using

RetinaFace [43]. The faces are clustered via consensus-

driven propagation [44] and each cluster is treated as

a detected person. To filter out unimportant people,

only the clusters with required number of faces (at least

six faces in our experiments) are retained. Moreover,

similar to Ref. [13], bodies appearing in keyframes are

detected by Faster-RCNN [45], which is pre-trained on

the MSCOCO dataset [46]. Although many effective

pedestrian detection models have been proposed, these

pre-trained models perform worse than the pre-trained

Faster-RCNN on the MSCOCO dataset. For example,

the state-of-the-art Cascade Mask-RCNN [47] pre-

trained on the CrowdHuman [48] dataset achieves only

58.01% coverage rate of the pre-annotated faces, while

Faster-RCNN pre-trained on the MSCOCO achieves
99.24% coverage rate. A possible explanation is that

the pedestrian detetion models are usually pre-trained

on the datasets with entire small bodies, but people

appearing in the VidSoR dataset are mostly cut off

and noticeable, which is more similar to the case in the

MSCOCO dataset. Considering that the performance of

the pre-trained Faster-RCNN is sufficient, we do not re-

train pedestrian detection models but use Faster-RCNN

for body detection.

Cross validation between bodies and faces detected

is utilized for body detection filtering. If the bounding

box of a detected body can cover more than 95% of a

detected face, the detected body is retained and assigned

to the face. Moreover, if all the faces of a person do not

have assigned body, that person is omitted. If more than

one body is assigned to the same face, we randomly select

one of the assigned bodies. Based on face clustering and

face-body cross validation, the person set in a video is
extracted as P = {pi|i = 1, 2, 3, · · · }. Each person is

represented by a series of faces and bodies. Each person

pi is treated as a vertex in the SRG. Moreover the

interaction series C = {ct|t = 1, 2, 3, · · · } is constructed,

where each ct represents the collection of people that

appear at time t.

3.2 Graph Proposal

Each SRG of a video consists of the vertices representing

the people appearing in the video and the edges

representing their social relationships. Considering that

an SRG is sparser than a complete graph, we propose

the potential edges between detected people to reduce

the computational cost in relationship prediction.

The potential edges between the vertices in the SRG
are proposed based on whether the corresponding two

people have potential social relationship. We assume

that two people with a social relationship should have

interactions at some points in the video. Interactions

are determined via the following method: co-occurrence

of the two people within a sliding window of several

adjacent keyframes. In our experiments, the size of the

sliding window is set to 2, i.e., two people are considered

to be interacting if they appear in the same keyframe

or two adjacent keyframes. As illustrated in Fig. 2, in

the graph proposal module, we add an edge between

the corresponding two vertices for each pair of person

appearing in the same sliding window.

Following the procedures mentioned above, an initial

graph G0 = {{vi}, {emn}} is generated, where vi
denotes the vertex representing person pi and emn

denotes an edge between vertex vm and vn in G0.

3.3 Feature Extraction

Social relationship detection is related to both the

personal attributes of people, such as age, sexuality and

clothing, and the interactions between people. Thus,

we extract face features and body features for VSRGG.

There are many face instances and body instances in the
keyframes for each person pi in the video. If we extract

features for all the face instances and body instances,

the features would be large-scale and redundant. Hence,

only the most representative instances for each person

are selected for feature extraction. Since clear and front

face can provide more effective features, face instance

f̂i with the largest area is selected. Bodies in videos,

especially movies and dramas, are often incomplete due

to occlusions or close-ups, thus body instance b̂i with

the maximum height-width ratio is selected to capture

the whole body of each person.

Features are extracted based on f̂i and b̂i, using

a VGG16 model [49] pre-trained on the UTKFace

dataset [50] and a ResNet50 model [51] pre-trained on

the Market1501 dataset [52,53]. We represent the vertex

vi by fusing the features of f̂i and b̂i, with a two-layer

multi-layer perceptron

v0
i = ϕ([ff

i · f b
i ]), (1)

where v0
i denotes the fused feature of vertex vi in G0, f

f
i

and f b
i denote the features of f̂i and b̂i, respectively, [·]

denotes vector concatenation, and ϕ is implemented with

a 4096× 2048 dimension fully connected layer followed

by the ReLU Layer.
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Features that describe the interactions between peo-

ple are also extracted. When two people are represented

by adjacent vertices in G0, they co-occur in one or more

sliding windows of adjacent keyframes. The keyframes

within these sliding windows are collected as

Θij = ∪t{Kt, · · · ,Kt+∆t | pi, pj ∈ ct∪· · ·∪ct+∆t}, (2)

where Θij denotes the set of keyframes of sliding

windows containing person pairs pi and pj , Kt denotes

a keyframe at time t, ∆t denotes the width of sliding

window, which is 2 in our experiments, pi, pj ∈ ct ∪
· · · ∪ ct+∆t denotes pi and pj appearing in the sliding

window beginning at t. The number of keyframes in Θij

is adjusted to a constant, which is 16 in the experiments,

by uniformly sampling or oversampling existing frames.

Based on the adjusted Θij , a 3D-ResNet50 [54] pre-
trained on the activity network [55] is applied to extract

the feature e0ij representing the edge eij in G0.

3.4 Relationship Prediction

Context information is leveraged for relationship pre-

diction. Inspired by iterative message passing for scene

graph generation [42], a complete graph message passing

mechanism is introduced, in which the vertex feature

and edge feature are iteratively updated with messages

from adjacent vertices and edges.

Let vi denote vertex i and its corresponding feature

is vi. eij denotes the edge between vi and vj , and its

corresponding feature is εij . Ei = {eik1 , · · · , eikn} is the

set of all edges connected to vi, and Vij = {vi, vj} is the

set of the two vertices of the edge eij . We calculate the

vertex message νt
i and edge message ξtij as follows:

νt
i =

∑
emn∈Ei

σ(ωe[v
t
i · εtmn]) · εtmn, (3)

ξtij =
∑

vk∈Vij

σ(ωv[v
t
k · εtij ]) · vt

k, (4)

where νt
i and ξtij denote message for vertex vi and edge

eij at iteration t, respectively; emn denote an edge in Ei;

vk denote a vertex in Vij ; ωe and ωv are two weighted

vectors to calculate the attention weights of the collected

vertices or edges for the message, respectively; vt
i and

vt
k denote features of vertex vi and vk and at iteration

t, respectively; εtmn and εtij denote features of edge emn

and eij and at iteration t, respectively; σ(·) denotes

sigmoid function for converting attention weights to

range (0,1); t denotes the t − th iteration in message

passing, which is initially set to 0.

We upgrade G0 to the final SRG by updating

the representation of its vertices and edges iteratively

through two gate recurrent units [56], in which we use

the message as the input and the representation as the

hidden state. The representation features of the graph’s

vertices and edges are updated by Eqs. (??) and (??):

vt+1
i = Ψv(ν

t
i ,v

t
i), (5)

εt+1
ij = Ψe(ξ

t
ij , ε

t
ij), (6)

where Ψv and Ψe are two gate recurrent units for

updating edge representation and vertex representation,

respectively.

Unlike in scene graph generation [42], the category

label of each vertex cannot be used because all the

vertices in a SRG represent people, leading to vertex

representation confusion, i.e. all of the vertex repre-

sentations in the graph are similar and the prediction

result can easily overfit the most common undirected

relationships such as friends and colleagues. One primary

solution is to treat each person as an independent

category; however, there are uncertain person numbers

in each video and people in different videos are not

the same. Another solution proposed in Ref. [4] is

to only aggregate messages from vertices to edges

and use edge representation for social relationship

prediction. However, such a solution hampers the

propagation of context information. Therefore, instead

of constraining the representation of vertices, we fuse

the final representation of each edge eij with the initial

representations of its two vertices vi and vj , and conduct

context-aware social relationship prediction on a fully

connected layer using Eq.(7):

rij = ϕ([v0
i · εnij · v0

j ]), (7)

where rij denotes the predicted social relationship on

edge eij , i.e., the social relationship between person pi
and pj ; v

0
i and v0

j denote the initial representations of vi
and vj , respectively; ε

n
ij denotes the final representation

of eij and ϕ implemented with a fully connected layer.

4 Dataset

Early video social relationship analysis datasets such as

SRIV [3] and ViSR [4], only provide social relationship

tags for video clips. These datasets lack social relation-

ship annotations at the person level. MovieGraphs [26]

and the extension of the HLVU [36] in the deep video

understanding challenge are datasets depicting human-

centered situation, containing interactions between

characters, their relationships and various visible and

inferred properties such as the reasons behind certain

interactions. The annotations in the MovieGraphs and

HLVU datasets can support VSRGG evaluation, but

are noisy and sparse. The scale of the HLVU is much

smaller than that of the MovieGraphs. Xu et al. [16]
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constructed a BiliBili dataset especially for VSRGG,

but this dataset has not yet been published.

We construct a new VidSoR dataset for the VSRGG

task. The dataset consists of videos collected from

over 750 episodes of more than 300 different TV

dramas, encompassing four categories: situation comedy,

legal/medical, modern life and romance. We exclude

categories such as cartoon and fiction, which are less

relevant to people’s daily lives. We identify and define

eight relationship types based on domain theory [33].

Table 1 presents a detailed description of the relationship

types.

The main process of constructing the VidSoR dataset

contains four steps. Fig. 3 displays the key steps of

annotating the relationships:

1) Each episode is cut into multiple clips ranging from

1 min to 4 min 51 s.

2) A filtering process is conducted to ensure that at

least two individuals are included in each video clip

and clips with opening and ending are discarded.

3) Faces are then detected by RetinaFace [43] with a

sample rate of one frame per second, and two anno-

tators are asked to manually categorize recognizable

faces into different individuals as the pivot face set

of each character. Unimportant characters in the

video clips such as pedestrians in the background are

discarded.

4) Two annotators are asked to annotate the results

separately and compare them. A third annotator is

asked to vote in case of conflicting opinions. If the

third annotator is unsure of the annotation results,

the disputed video clip is discarded.

The VidSoR dataset comprises 1798 valid video clips

totaling 72 h in duration, with an average duration of

144 s. Additionally, there is an average of 3.50 person

instances and 2.95 relationship instances in each video.

Some annotation examples are shown in Fig. 4.

There are a total of 5313 relationship instances in

the VidSoR dataset, and their distribution between the

training set and test set is depicted in Fig. 5. The dataset

has a long-tail distribution, with certain relationship

types, such as “friends” and “colleagues”, appearing

more frequently than the others, posing a challenge to

our task. Two constraints are ensured for the dataset

split. First, the video clips from different TV drama

categories are similarly distributed between the training

and test sets. In addition, video clips from the same

TV drama are restricted to appear in only one split,

preventing the method from enhancing its performance

by memorizing repeated characters within the same TV

drama. Initially, we split our dataset into a training set

and a test set at a ratio of 3:1 in accordance with the

Table 1 Detailed relationship types.

Relationship Description
Colleague Co-workers, classmates
Couple Husband-wife, boyfriend or girlfriend
Friend Friends

Leader-subordinate Boss-employee
Opponent Enemy

Parent-offspring Grandparent-grandchild, parent-child
Service Waiter-customer
Sibling Brothers, sisters

split ratio of ViSR. To meet these constraints, we make

minor adjustments and end up with a training set size

of 1347 episodes and the test set size of 451 episodes.

Table 2 compares the VidSoR and MovieGraphs
datasets. VidSoR is derived from 750 episodes of more

than 300 diverse TV dramas, while MovieGraphs is

derived from 51 films. Although a greater number

of video clips are included in MovieGraphs, VidSoR

contains a greater number of valid clips that include

social relationship annotations. Additionally, the average

number of relationship instances per clip is higher in

VidSoR. In terms of clip duration, the average clip

length in MovieGraphs is 44 s, while in VidSoR it is 144

s. As a result, VidSoR is more complex and challenging

than MovieGraphs. The social relationship annotation

of VidSoR follows domain theory [33] and categorizes

all descriptions into 8 classes. Although MovieGraphs

encompass 107 types of social relationships, current

methods reduce them to 5 [16], 8 [23, 25, 57] and

15 [5, 23,57] types of social relationships..

Table 2 Comparison between the MovieGraphs [26] dataset
and our VidSoR dataset.

Dataset MovieGraphs VidSoR
Source 51 movies 300+ TV dramas

Valid clips 1551 1798
Avg. duration 44 s 144 s

Relationship instances 2329 5313
Avg. relationship instances 1.50 2.95

Relationship types 106 8

5 Experiments

5.1 Evaluation Metrics

Following Refs. [2, 12, 13], we employ the mean average

precision (mAP) and mean recall over all classes

(mRecall) to evaluate different methods. In particular,

the mAP is more important in the generation of social

relationship graphs, where false predictions can severely

affect scene understanding.

During testing, for each person, we select the face

image with the feature of minimum distance to the center

of its face collection. If the selected face has more than
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Fig. 3 An example of the annotation process (source from the DVU challenge [22]). (a) Watch the video clip to be annotated.
(b) Confirm characters, choose a pair of characters, choose the relationship label of the pair and finally annotate all relationships.
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0.5 mean intersection-over-union (mIoU) with one of the

annotated person’s pivot faces, or has a cosine similarity

to the pivot face of its nearest annotated person greater

than 0.6, we consider this face the targeted person. If

duplicated persons are detected for one person in the

ground truth, we choose the face collection that has
more faces of this person as the person to evaluate its

relationships.

5.2 Implementation Details

In the VSRGG task, faces and bodies of persons need

to be detected by RetinaFace and Faster-RCNN, respec-

tively. Due to incorrect clusters or unfiltered pedestrians,

there are large numbers of negative relationship samples

in proposals generated by the graph proposal module.

To address this issue, we retain the negative and positive

samples at a ratio of 1:1 during training and only during

training.

In the VSRGG∗ task, the input faces and bodies

are those after manual annotation. Although in dataset

construction, the original faces are also detected by Reti-

naFace, they are filtered and categorized by annotators.

Thus, the bodies that are aligned to the faces after

manual annotation are also manually filtered. Moreover,
no sample strategy is used for VSRGG∗.

In the CAGNet method, all the modules must

be trained except the person detection module. The

feature extraction submodels initialized with pre-trained

parameters also need to be fine-tuned. In both tasks, our

model is trained using the stochastic gradient descent

optimizer, with the learning rate initialized to 1.0×10−5

and a batch size of 8. Our experiments are conducted

using an RTX-3090 GPU with 24 GB of memory.

5.3 Comparison with State-of-the-Arts

We compare our CAGNet with different methods related

to VSRGG, including methods for social relationship

recognition in images: UnionCNN [1], PairCNN [13],

First-glance [13], Dual-glance [13], graph reasoning

model (GRM) [14] and social relationship graph gen-

eration network (SRG-GN) [15]; social relationship

recognition at video level: multi-scale spatial-temporal
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reasoning (MSTR) [4]; video social relationship detection

at person level: learning interactions and relationships

between characters (LIREC) [5]; methods for video

scene graph generation: gated spatio-temporal fully-

connected energy graph (GSTEG) [19], spatial-temporal

transformer (STTran) [20] and target adaptive context

aggregation network (TRACE) [21]. UnionCNN [1] is an

image-based visual relationship detection method that

combines visual cues with a single CNN and language

priors from a word embedding model. PairCNN [13]

contains two CNNs with shared weights to encode
two persons separately. First-glance [13] only looks

at pairs of people and makes a rough prediction

directly. Dual-glance [13] takes another glance at region

proposals, and aggregates the region-level predictions

to refine the results. GRM [14] constructs a graph of

persons and objects, and propagates node messages

through the graph to fully explore the interaction

of the persons with the contextual objects. SRG-

GN [15] builds a social relationship graph and uses

memory cells to update social relationship states using

scenes and attribute contexts. MSRT [4] proposes

a multi-scale spatial-temporal reasoning framework

containing triple graphs to predict video-level social

relationships. LIREC [5] proposes learning interaction

and relationship between movie characters jointly with

fused visual, audio and text features. GSTEG [19]

constructs a fully-connected spatio-temporal graph to

jointly learn spatial and temporal information about

visual relationships in videos. STTran [20] proposes a

spatial-temporal transformer framework to encode the

spatial context within single frames and decode visual

relationship representations with temporal dependencies
across frames. TRACE [21] proposes a target adaptive

context aggregation network following the detect-to-

track paradigm with hierarchical relationship tree.

Although there are several new methods for VSRGG

recently [16–18, 23–25, 57], their codes have not been
published and they are evaluated on the pre-processed

MovieGraphs and the self-constructed datasets, which

are not suitable for comparison.

We adapt all of these baselines to VSRGG. (1)

Image-based methods: Because image social relationship

recognition methods require related people to appear

in the same image, all key frames with more than one

person are selected and each person pair appearing in

the same key frame is treated as the input. During the

training process, each pair of people is taken and the

ground truth is the annotation of that pair. The VSRGG

task uses sampling strategies to our method to handle

large numbers of negative samples. During the test, pair-

wise relationship prediction is performed and predictions

of the same person-pair are collected. After that, a

voting mechanism is employed to aggregate predictions

from different key frames on each person-pair. (2) Video

scene graph generation methods: We transfer social

relationship annotations to scene graph annotations and

train the methods with person-level social relationship as

the groundtruth for supervised learning. (3) Video-level

Social relationship analysis methods: We adjust person-

level social relationship annotations to video-level

annotations as the ground truth for supervised learning

by cutting video clips into shorter clips according to

person co-occurrence, and each clip contains one person-
pair with one social relationship. (4) Person-level Social

relationship analysis methods: Since LIREC predicts

interaction and social relationship together and VidSoR

does not provide interaction annotations, we adapt the

interaction prediction branch to relationship prediction

with social relationship supervision.

As summarized in Table 3, CAGNet achieves bal-

anced performance on both mAP and mRecall over

two tasks. Despite significant exploration of person

representation, context encoding and feature fusion in
image-based methods, these methods do not excel in

video social relationship analysis. Image-based social

relationship detection methods only detect relationships

when people are visible in the same frame. In contrast,

video-based detection methods can identify relationships

even when people appear in different video frames.
Consequently, the performances of image-based methods

are slightly inferior to ours.

Methods for scene graph generation primarily concen-

trate on detecting visual relationships between common

objects in videos. However, these methods have been

limited in their ability to analyze social relationships

that require the reasoning about implicit information.

Consequently, the metric values for most of these
methods are relatively low, with the exception of the

mAP of STTran.

The MSRT method, designed for video-level social

relationship analysis, shows poor performance in person-

level social relationship analysis. The LIREC method,

which leverages multi-modal features for person-level

video social relationship detection, obtains the highest

mRecalls in both VSRGG and VSRGG∗. However, our

method using only visual features achieves 88.35% (7.05

vs. 7.98) and 93.61% (12.74 vs. 13.61) of LIREC’s

mRecalls in VSRGG and VSRGG∗, respectively, while

yielding significantly higher mAP values (10.04 vs. 2.07,

17.79 vs. 10.49).

In summary, our method can make accurate predic-

tions with a comparatively high mRecall when using

only visual features. The proposed graph module helps

to detect more complete relationship graphs and thus

improve the mRecall. The feature extraction module can
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help to incorporate both static personal information and

information about interactions. The message passing

module can help to aggregate context information.

Table 3 Comparison of our method with state-of-the-
art baselines in video social relationship graph generation
(VSRGG) and weak video social relationship graph generation
(VSRGG∗). mAP and mRecall denote mean average precision
and mean recall over all classes, respectively. The bold numbers
refer to the best results and the underlined numbers refer to
the second to the best results.

Method
VSRGG VSRGG∗

mAP mRecall mAP mRecall
UnionCNN [1] 7.09 1.10 17.01 11.54
PairCNN [13] 7.59 1.08 16.98 11.10

First-glance [13] 7.28 1.49 16.93 11.45
Dual-glance [13] 8.22 1.45 15.92 11.68

GRM [14] 5.88 2.23 16.54 10.99
SRG-GN [15] 9.68 2.14 17.49 11.12
GSTEG [19] 8.40 2.22 9.56 4.15
STTran [20] 10.76 3.28 12.75 9.45
TRACE [21] 8.82 3.73 10.31 10.30
MSRT [4] 3.68 2.46 4.22 6.47
LIREC [5] 2.07 7.98 10.49 13.61

CAGNet(Ours) 10.04 7.05 17.73 12.74

5.4 Ablation Study

Backbone. VGG16 [49], ResNet50 [51]/ and 3D-

ResNet50 [54] are used as feature extraction submodels

in our method. We also evaluate the performance of

a variant of CAGNet, which is denoted as “CAGNet-

ViT” and exploits ViT-B [58] for face and body feature

extraction and ViViT-B [59] for temporal feature

extraction. As shown in Table 4, the performance of

CAGNet is worse than that of CAGNet-ViT. It is
assumed that the scale of the dataset is not large

enough to train a method using the transformer as

the backbone. Additionally, it is observed that GPU
memory is sometimes exceeded during training of the

variant. Thus, CAGNet based on VGG and ResNet can

achieve better performance.

Table 4 Evaluation of our method using different backbones
in VSRGG∗. CAGNet represents the context-aware graph
neural network using VGG [49] and ResNet [51]/ as the
backbone and CAGNet-ViT represents the context-aware
graph neural network using transformer as the backbone.

Backbone mAP mRecall
CAGNet-ViT 13.14 12.49

CAGNet 17.73 12.74

Body and facial features. In our method, both

body and facial features are extracted. To validate

the influence of body and facial features to proposed

CAGNet, the performance of CAGNet trained with only

facial feature (Face), only body feature (Body) and

both (Body+Face) is presented. As shown in Table 5,

CAGNet with both facial and body features has the best

performance on all metrics. The results show that both

facial and body features are important. Furthermore,

the results also illustrate that face features are more

effective. On one hand, face implies a lot of information,

such as gender, age and emotion of the character, while

body does not focus on such fine-grained information;

on the other hand, bodies in videos such as movies and
dramas are often incomplete because of occlusion or

close-ups, which hardly hurts the expression ability of

body features.

Table 5 Evaluation of our method using different features in
VSRGG∗.

Feature mAP mRecall
Face 14.05 11.58
Body 13.14 6.48

Body + Face 17.73 12.74

Sliding window width. The sliding window width

is a key factor for identifying potential SRGs. An

increase in the sliding window width has not only the

potential to improve the completeness of the relationship

graph, but also results in more false positive relationship

proposals. Hence, we calculate the F -score to evaluate

the performance:

F -score =
(1 + β2)×mAP×mRecall

β2 ×mAP+mRecall
, (8)

where the β2 takes a value of 0.3 to increase the weight

of the mAP. It is worth noting that the increase in

completeness is limited and will not continue to increase

as the sliding window width increases. We evaluate our

method on VSRGG∗ with width the ranging from 1

to 5, and the results are shown in Table 6. When the

sliding window width is 2, the mAP and F-score reach

the maximum values.

Table 6 Evaluation of our method with different sliding
window widths in VSRGG∗. “1-5” indicate the width of
a sliding window. F -score is used to evaluate the balance
between mAP and mRecall.

Metric 1 2 3 4 5
mAP 12.76 17.73 15.14 12.88 14.43

mRecall 7.94 12.74 15.07 13.76 17.46
F -score 11.19 16.26 15.12 13.07 15.03

Combinations of representations. In our method,

the edge representations are used after message pass-

ing, and the vertex representations are used before
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Fig. 6 Qualitative results of our method. (a) and (b) represent two different videos, respectively. Three columns are the results
on video social relationship graph generation (VSRGG), weak video social relationship graph generation (VSRGG∗) and ground
truth of the two videos.

message passing to capture context information and
incorporate distinguishable personal features. To study

the influence of different combinations of vertex and

edge representations, a set of experiments that include

E0, En, V0+E0, Vn+En, Vn+E0, Vn+E0 are conducted,

where E0 and En mean edge representation before and

after message passing, and V0 and Vn mean vertex

representation before and after message passing. We

also calculate the F -score to evaluate the performance.

As displayed in Table 7, the proposed method out-

performs V0 +E0 on mAP and F -score, demonstrating

the effectiveness of message passing for incorporating

context information. Moreover, it outperforms Vn +En

on mAP and F -score, which shows that distinguishable

vertex representation is helpful for making balanced

prediction for all categories of relationships.

Table 7 Evaluation of our method using different representa-
tion combinations in VSRGG∗. V0 and Vn represent the use of
vetex features before and after message passing, respectively.
E0 and En represent the use of edge features before and after
message passing, respectively.

Combination mAP mRecall F -score
E0 16.55 15.11 16.19
En 15.13 14.67 15.02

V0 + E0 16.13 15.51 15.98
Vn + En 15.76 13.90 15.28
Vn + E0 13.93 15.27 14.21
V0 + En 17.73 12.74 16.26

5.5 Qualitative Results

The qualitative results are shown in Fig. 6, and the

performance of our method on VSRGG is worse than
that on VSRGG∗. In particular, the performance of

mRecall on VSRGG is even less than half that of the

mRecall on VSRGG∗. There are two possible reasons

and we use qualitative examples to better illustrate the

performance gap. One reason is that in the VSRGG task,

there are false positives. As presented in Fig. 6, there

are duplicate detections of the same person or some

people as missing. The other reason is that even for the

correctly detected person, there are some incorrect faces

in the face cluster of each person, which leads to false

predictions between correct person pairs. As shown in

Fig. 6, the prediction of VSRGG∗ is better than that of

VSRGG for correctly detected person pairs.

6 Conclusions

In this paper, we propose a novel CAGNet method

for the person-level video social relationship analysis

task VSRGG, which requires the construction of a

social relationship graph containing social relationships

between people appearing in a given video. CAGNet

consists of person detection, graph proposal, feature

extraction and relationship prediction to detect rela-

tionships in videos. Furthermore, a more complex and

challenging dataset VidSoR is constructed for VSRGG

evaluation. The dataset consists of 6276 person instances

and 5313 relationship instances. The CAGNet method is

compared with several state-of-the-art baselines on the

VidSoR dataset, and achieves comparatively satisfactory

performance.
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