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Abstract Image saliency contributes to rank the unordered tags extracted
from social media, but the existing saliency detection methods can hardly
efficiently handle massive images in tag ranking. In this paper, we focus on
improving the efficiency of saliency detection methods by applying them on
the sampled images with suitable resolutions. We extensively investigate the
influence of image resolution to saliency detection performance of the typical
methods, and summarize a sampling strategy for different categories of salient
object detection methods. Furthermore, we validate the effectiveness of the
sampling strategy by applying the salient object detection methods on the
sampled images with the selected resolutions in tag ranking. The experimental
results show that sampling can significantly improve the efficiency of the
existing salient object detection methods without obvious loss in effectiveness.
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1 Introduction

The explosive growth of web images requires effective retrieval technology for
acquiring the desirable images on the Internet [1–4]. Due to the existence of
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semantic gap, content-based image retrieval remains a challenging problem
though it has been widely investigated on various features [5–8]. Instead,
retrieving images by their tags provides an alternative solution, which can
index the images by tags and retrieve them by a text query [9,10]. Considering
the intensive labor cost in manual labeling, automatic image annotation
has attracted great attention from numerous researchers on multimedia
and computer vision [11]. One solution of automatic image annotation is
directly assigning tags to images according to their content by the pre-
trained classifiers [12–16]. However, these methods usually require sufficient
training data for each tag to obtain satisfactory performance. Another solution
is extracting the image tags from users’ interaction, such as image title,
tag and description, which are ubiquitous in social media in the Web 2.0
era [17, 18]. The extracted tags demonstrate user-perceived visual semantics
of image content, but they usually suffer the problem of low quality [19]. For
example, the tags provided by users in social media are generally unordered,
which cannot emphasize the important content in images. Therefore, series of
techniques are proposed for tag ranking to improve the effectiveness of image
tags in retrieval [20].

Two strategies are commonly used in tag ranking, tag relevance ranking
and tag saliency ranking. Tag relevance ranking measures the relevance
between a tag and an image based on whether the tag is relevant to the images
similar to the given image in visual representation [21]. The performance of
such methods is sensitive to the scale of image data set, i.e., the performance
will obviously descend when the image data set is small, and the similarity
measurement of image visual presentation is also challenging, e.g., two images
with the same dominant object but different background may be measured
with low similarity. In contrast, tag saliency ranking determines the tag order
of a given image according to the saliency of the corresponding image regions
of the tags [22]. Image saliency denotes the degree of image regions attracting
human attention [23–25], which has been used in numerous multimedia
applications, such as image editing [26, 27], object classification [28, 29] and
surveillance analysis [30, 31]. Tag saliency ranking reduces the requirement of
a large-scale and well-tagged image data set, and determines the tag order of
a given image based on its own content.

Obviously, detecting image saliency play a key role in tag saliency ranking.
The existing saliency detection methods mainly include two categories, fixation
prediction and salient object detection. Compared to fixation prediction [23],
salient object detection aims to provide complete salient objects with con-
sistent saliency value within each object [32], which is more suitable for
tag saliency ranking. In the past few years, amounts of salient object
detection methods have been proposed. Most methods focuses on improving
the effectiveness of saliency detection results, including some saliency detection
methods specifically proposed for tag ranking [33, 34], but the efficiency
improvement of salient object detection is seldom concerned.

In the existing salient object detection methods, one common strategy
for efficiency improvement is using super-pixel instead of pixel as the basic
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Fig. 1 Salient object is recognizable in diverse resolutions. (a) Original image in the
resolution of 2, 000 × 1, 500. (b) - (h) Sampled images with 4 × 4, 8 × 8, ..., 256 × 256
resolutions represented with the original size and aspect ratio.

processing unit in saliency calculation, which can obviously reduce the number
of processing units from more than half million to only several hundreds. It has
been used in a large number of saliency detection methods [35–37]. Some other
strategies are also used to improve the efficiency of salient object detection.
For example, Zhang et al. [38] propose FastMBD, an approximate iterative
algorithm for the Minimum Barrier Distance transform which takes advantage
of the raster scanning technique, to efficiently detect salient object in pixel-
level. Cheng et al. [32] uses color quantization for each region to speed up
histogram calculation and comparison. Based on the above efforts, the time
cost of current salient object detection methods can be reduced to less than
0.1 second per image [32] on public data sets.

However, the existing salient object detection methods still suffer the
efficiency problems when using them in real world applications. Firstly, the
images in such applications usually have much higher resolution than those in
public data sets. The resolutions of images captured by cameras are usually
more than ten million pixels, but those in public data sets are only around
one hundred thousand pixels, in which the former is about one hundred times
larger than the later. Even using super-pixel as the processing unit in saliency
calculation, the time costs of super-pixel generation on the images with
such distinct resolutions are quite different. Secondly, for massive images are
required to be process in social media computing, even slight reduction of time
cost in handling each image is sufficiently meaningful, which can accelerate the
processing procedure and diminish the requirement of computational platform.

Figure 1 shows an example of resizing an image into diverse resolutions.
It is obvious that the region of salient object can be briefly identified when
resizing the image into quite low resolutions, e.g., 16 × 16, for the dominant
color and structure of the image are preserved in sampling. Based on the
above observation, we explore the relationship between image resolution and
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the performance of the existing salient object detection methods. Hou et al.
propose a similar observation that 64 pxiels of the image width is a good
estimation of the scale of normal visual conditions [39], but they only concern
their proposed method without a comprehensive study of the existing salient
object detection methods with various categories. In this paper, we utilize a
public data set MSRA10K and construct a high resolution data set HR100 in
our experiments, and resize the images into diverse resolutions. We firstly
classify the existing salient object detection methods into three categories
and select two typical methods for each category, and then investigate the
performance of these selected methods on the images with diverse resolutions
to summarize a sampling strategy for different categories of salient object
detection methods. To the summarized sampling strategy, we validate its
effectiveness by applying the salient object detection methods on the sampled
images with the selected resolutions in tag ranking.

Some preliminary results of our method were presented in [40]. In this
paper, we additionally analyze the application of saliency detection efficiency
improvement in tag ranking, and briefly survey the typical tag ranking
methods. We also present more details of the investigation of the influence
of image resolution to saliency detection performance. Moreover, we validate
the summarized sampling strategy in tag ranking on a subset of a public data
set NUS-WIDE.

Our major contribution can be summarized as follows:

– We extensively investigate the influence of image resolution to saliency
detection performance of the typical saliency detection methods of different
categories, and summarize a sampling strategy for these salient object
detection methods.

– We validate the effectiveness of the sampling strategy by applying the
salient object detection methods on the sampled images with the selected
resolutions in tag ranking.

– We construct a high resolution image data set HR100 with manually
labeled salient objects, which is used to evaluate the efficiency of the
existing saliency detection methods on diverse image resolutions.

The rest of the paper is organized as follows. We briefly review the typical
methods in tag ranking and saliency detection in Section 2. Then, we introduce
the data sets used in our experiments in Section 3. The experiments and
analysis of the influence of image resolution to saliency detection performance
are presented in Section 4, and the validation of the sampling strategy in tag
ranking is shown in Section 5. Finally, we conclude our work in Section 6.

2 Related Work

2.1 Tag ranking

Current tag ranking methods mainly use two strategies, tag relevance ranking
and tag saliency ranking. The former determines the tag order by referring the
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images with similar visual representation, and the latter determines the order
of tags according to the saliency of their corresponding image regions.

Tag relevance ranking. Tag relevance ranking measures the relevance
between a tag and an image based on whether the tag is relevant to the
images similar to the given image in visual representation. Li et al. [21] learn
tag relevance by a neighbor voting algorithm, in which the relevance between
a tag and a given image is obtained by k nearest neighbor of the image
based on visual similarity. Liu et al. [20] initialize the relevances between
tags and images with a probabilistic algorithm and refine them by random
walk on tag graph. Zhuang et al. [41] exploit the correlations between tags
and images with a two-view learning methods using both textual and visual
content. Tang et al. [42] combine saliency detection in tag relevance ranking by
considering the relationships among images based on both the whole image and
the salient regions and estimating the relevance of each tag with regard to a
given image on both image level and region level. To obtain good performance,
tag relevance ranking methods require large-scale data sets and well-defined
visual representation similarity.

Tag saliency ranking. Tag saliency ranking determines the tag order
of a given image according to the saliency of the corresponding regions of
the tags with in the given image. Feng et al. [22] firstly propose the concept
of tag saliency ranking and implement it with an improved multi-instance
learning algorithm to reassign the tags to image regions. Wang et al. [33]
iteratively boost saliency detection and tag ranking instead of detecting image
saliency only using visual content. Feng et al. [43] combine tag relevance
ranking and tag saliency ranking into an unified framework by pre-classified
with a linear SVM, in which the images with salient objects are processed
with tag saliency ranking and other images are processed with tag relevance
ranking. Cao et al. [34] extend tag saliency ranking to stereo images by
improving region segmentation, saliency detection and multi-instance learning.
Tag saliency ranking methods are usually dependent on the performance of
saliency detection and assignment of tags to image regions.

2.2 Salient object detection

According to the difference of processing unit, the existing salient object
detection methods can be roughly classified into two categories, pixel-level
methods and region-level methods. The former directly operates on original
image pixels without any abstraction. On the contrary, the latter segments the
input image into regions and treats these regions as the basic processing units
in saliency detection.

Pixel-level salient object detection. Pixel-level saliency detection
methods are widely investigated for the full control over each pixel. Achanta et
al. [44] model pixel-level saliency as Euclidean distance between color of each
pixel and average color of entire image on L∗a∗b∗ color space. In [45], saliency
is computed based on the idea of maximal symmetric surround. Zhang et
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al. [38] use image boundary connectivity cue to calculate pixel-level saliency
in a highly efficient way. However, pixel-level methods have to tightly restrict
the computation complexity for each pixel considering the massive pixels in
one image. As a consequence, the above pixel-level methods could only extract
simplex features from each pixel.

Region-level salient object detection. Super-pixel is a powerful
technique to generate regions for it is able to retain the intrinsic structure
of images [46]. Cheng et al. [32] model saliency value of each super-
pixel as spatially weighted color contrast to other super-pixels. Jiang et
al. [36] calculate saliency value of each super-pixel by measuring absorbing
time in a Markov chain. Yang et al. [35] present a graph-based manifold
ranking approach to measure saliency of super-pixels. Zhu et al. [37] propose
an optimization framework to integrate multiple cues, including boundary
connectivity and color contrast, to produce saliency maps. Ju et al. [47] use
the anisotropic center-surround approach to model salient object in depth
images. Guo et al. [48] propose a evolution strategy to detect salient object in
RGB-D images. These region-based methods usually treat each region as an
operation unit, and extract simple features [35,36], such as average color and
region center location, or complex features [32, 37], such as color histogram
and boundary connectivity, from each unit.

3 Data Sets

Two data sets are used in the study of the influence of image resolution
on salient object detection, including MSRA10K and HR100. MSRA10K
consists of 10,000 images with the pixel-wise ground truths manually labeled
by multiple participants, which is a large-scale and widely used public data
set for salient object detection [32]. Nevertheless, the resolutions of the images
in MSRA10K are around 300 × 400, which are quite lower than the images
captured by smart phones and cameras in daily life. It leads to the fact that
experiments on MSRA10K cannot show the efficiency improvement on the
sampled images than on the original images. Hence, we construct a high
resolution data set HR100. It consists of 100 high resolution images from the
Internet, and the larger one between width and height of each image is up to
2,000 pixels. To construct the data set, five participants are invited to label
the regions of the most attractive object in each image by Adobe Photoshop,
and the pixels labeled by more than three participants are considered within
the salient objects. Fig. 2 shows the examples of the images in MSRA10K
and HR100 with their resolutions and the corresponding ground truths of
salient objects, in which the top two rows are the images in MSRA10K and
the bottom two rows are the images in HR100.

In the validation of the effectiveness of the sampling strategy in tag ranking,
we use a public data set NUS-WIDE [49]. NUS-WIDE includes 269,648 images
with 5,018 tags crawled from Flickr, and it also provides the manually labeled
ground truths with 81 concepts. In our experiments, we construct a subset
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Fig. 2 Examples of the images with the corresponding resolutions and manually labeled
salient objects in MSRA10K and HR100. (a) MSRA10K. (b) HR100.

of NUS-WIDE by randomly selecting 20,000 images. In the subset of NUS-
WIDE, all of 81 concepts and 4,997 of 5,018 tags appear. For the tags are
directly crawled from Flickr, the problem of tag omission is serious, which is
out of the scope of this paper. So we complement the tag list of each image
by merging its concepts, i.e., the combination of the concepts and tags of
each image is used as its new tag list, and only consider tag ranking in our
experiments. We count up the appearance times of each tag, and only retain
the tags if their appearance times are no less than a threshold, which equals
10 in our experiments. Finally, all 81 concepts and 3058 tags are retained, and
each image has 2.40 concepts and 10.02 tags on average. Fig. 3 shows some
examples of the images with the corresponding tags and manually labeled
concepts in the subset of NUS-WIDE.

image concept tag image concept tag image concept tag

blue, shadow, sky, tree, 

green, grass, wales, 

fence, landscape, clouds, 

countryside

clouds, 

grass, 

sky

blue, holland, nature, 

spring, colours, flowers, 

garden, plants,  netherlands

flowers, 

garden, 

plants

historic, house, 

buildings, sky, window

buildings, 

house, sky, 

window

sunset, plane, airplane, 

airport, force, aircraft, 

aviation, air, clouds, 

military, sky

clouds, 

military, 

plane, sky, 

sunset

vacation, lake, mountains, 

water, sunrise, island, 

quality, glacier, clouds, 

reflection, sky

clouds, sky, 

lake, water,

reflection, 

dog, beach, wet, water, 

mar, wave, animal

animal, 

beach, dog, 

water

animal, sand
animal, 

sand

lake, art, water, boat, 

sunrise, clouds, sky

clouds, 

lake, sky, 

water

girls, hot, beautiful, 

asian, singapore, 

dancing, person

dancing, 

person

Fig. 3 Examples of the images with the corresponding tags and manually labeled concepts
in the subset of NUS-WIDE.



8 Jingfan Guo, Tongwei Ren, Lei Huang, and Jia Bei

Table 1 Typical saliency detection methods of pixel-level (PL), region-level with simple
features (RLSF) and region-level with complex features (RLCF).

Category Method Language

PL
FT [44] Matlab

MSSS [45] Matlab

RLSF
MC [36] Matlab

GMR [35] Matlab

RLCF
RBD [37] Matlab

RC [32] C++

4 Saliency Detection on Sampled Images

We select six typical saliency detection methods of three categories, including
pixel-level (PL), region-level with simple features (RLSF) and region-level with
complex features (RLCF), in which two methods are selected for each category.
Table 1 shows the selected methods and their categories and implementation
languages.

In our experiments, we sample the input images to certain resolutions
to reduce the influence of aspect ratio to image resolution. The sampled
resolutions include 4 × 4, 8 × 8, 16 × 16, 32 × 32, 64 × 64, 128 × 128, and
256×256. The generated saliency maps with the same resolution as the sampled
input images are resized to the original resolution of the images using bilinear
interpolation and further evaluated by comparing them with the manually
labeled ground truths. Fig. 4 shows some examples of saliency detection results
on MSRA10K and HR100, in which the top example is from MSRA10K and
the bottom example is from HR100. In each example, the original image is
shown in the bottom left with its resolution, and the saliency detection results
of different methods on diverse resolutions are shown.

We use precision-recall (PR) curves to evaluate the performance of each
method. A PR curve is generated by comparing the ground truth against
the binary masks generated by thresholds sliding from 0 to 255. In addition,
weighted Fβ-measure (Fωβ ) [50] is also used in our performance evaluation:

Fωβ = (1 + β2)
Pω ·Rω

β2 · Pω +Rω
, (1)

where Pω and Rω are weighted precision and weighted recall, respectively [50];
β2 is a parameter to equally treat precision and recall, which is set to 1 in our
experiments.

All the experiments are executed on a computer with 3.5GHz CPU and
8GB memory. The algorithm implementations used in our experiments are
provided by the original authors. In Table 2 to 3, the en-dash (–) represents
the corresponding method fails to generate the saliency maps while sampling
the images to such resolutions. And the bold values in Table 2 indicate the
best performance in each column.
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Fig. 4 Examples of saliency detection results on MSRA10K and HR100. (a) MSRA10K.
(b) HR100.

4.1 Sampling for pixel-level methods

The first experiment is conducted to study the influence of sampling for pixel-
level methods, including FT [44] and MSSS [45].

As shown in Fig. 5 and the first two columns of Table 2, the performance
of these methods are keeping stable or slightly decreasing when the sampled
image resolutions are higher than 16×16. It shows that the pixel-level methods
can obtain the acceptable performance on quite low sample resolutions.

The mean values in the first two columns in Table 3 show that FT and
MSSS become much more efficient while decreasing the image resolutions. The
standard variances of the running time on the sampled images are small, for
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Table 2 Effectiveness evaluation with Fωβ on diverse image resolutions.

FT [44] MSSS [45] MC [36] GMR [35] RBD [37] RC [32]

mean std mean std mean std mean std mean std mean std

M
S
R
A
1
0
K

4 × 4 0.1541 0.1016 0.2282 0.1493 – – – – – – – –

8 × 8 0.2457 0.1331 0.3318 0.1274 – – – – – – – –

16 × 16 0.2770 0.1371 0.3394 0.1223 0.5273 0.1747 – – 0.5143 0.2288 – –

32 × 32 0.2866 0.1377 0.3264 0.1258 0.5673 0.1934 – – 0.4468 0.2194 – –

64 × 64 0.2919 0.1384 0.3157 0.1274 0.5827 0.1986 0.6150 0.2228 0.6217 0.2062 0.5070 0.3376

128 × 128 0.2988 0.1391 0.3109 0.1280 0.5869 0.2030 0.6221 0.2283 0.6702 0.1944 0.6490 0.2016

256 × 256 0.3068 0.1393 0.3009 0.1279 0.5851 0.2047 0.6252 0.2295 0.6758 0.1934 0.6344 0.1794

original 0.3101 0.1392 0.3094 0.1276 0.5835 0.2089 0.6238 0.2309 0.6726 0.1982 0.6076 0.1768

H
R
1
0
0

4 × 4 0.1225 0.0959 0.1797 0.1320 – – – – – – – –

8 × 8 0.1773 0.1137 0.2486 0.1230 – – – – – – – –

16 × 16 0.2061 0.1107 0.2599 0.1153 0.4201 0.1558 – – 0.3287 0.2049 – –

32 × 32 0.2271 0.1133 0.2669 0.1106 0.4374 0.1614 – – 0.3129 0.2084 – –

64 × 64 0.2369 0.1060 0.2633 0.1016 0.4667 0.1637 0.5128 0.1742 0.4810 0.1896 0.3777 0.3009

128 × 128 0.2493 0.1077 0.2618 0.1023 0.4813 0.1638 0.5269 0.1761 0.5443 0.1838 0.5291 0.2093

256 × 256 0.2580 0.1111 0.2591 0.1087 0.4724 0.1673 0.5254 0.1831 0.5495 0.1818 0.5361 0.1580

original 0.2732 0.1160 0.2564 0.1116 0.4481 0.1711 0.4902 0.1886 0.5346 0.1800 0.4517 0.1672

each group of sampled images have the same resolution. It means that then
efficiency improvement by sampling is stable.

4.2 Sampling for region-level methods

This experiment consists of two parts for we divide region-level methods
into two categories, namely with simplex features and with complex features.
Specifically, the methods with simplex features are MC [36] and GMR [35],
while the methods with complex features are RBD [37] and RC [32]. Among
these region-level methods, the ones based on SLIC [46] are set to have 150
super-pixels as a trade-off between efficiency and effectiveness.

Different from Section 4.1, the lowest resolution in this experiment is 16×16
instead of 4×4. The reason is that generating 150 super-pixels requires at least
150 pixels, but 4 × 4 and 8 × 8 do not satisfy the requirement. Moreover, due
to the limitation of the original implementation, GMR and RC fail to generate
saliency maps when the input resolution is lower than 64 × 64.

Figure 6 and 7 and the last four columns in Table 2 show that the
performance of the region level methods on the sampled images. Similar to
the pixel level methods, the region level methods can obtain the acceptable
performance on low sample image resolutions. The required minimum sampled
resolutions, such as 64×64 or 128×128, are slightly higher than the ones for the
pixel level methods, for too small regions cannot provide sufficient information
for feature extraction.

An interesting phenomenon is that all of the region-level methods perform
better on relatively low resolutions instead of the original ones. It is caused by
the fact that the segmented region number is fixed to be 150 in each methods
during the experiment, and too many pixels in a region may increase noise
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Fig. 5 Influence of sampling for pixel-level methods. (a) and (c) FT [44]. (b) and (d)
MSSS [45].

and complexity instead of more information in feature extraction. Therefore,
we could learn that the performance of region-level methods rely on the
segmentation results. When applying the existing region-level method to high
resolution images, it is necessary to increase the segmentation number at first.

From the mean value of the last four columns in Table 3, we can find
that all of these region-level methods also obtain efficiency improvement by
sampling.

4.3 Sampling strategy

By summarizing the experiments, we come to some conclusions about the
relationship between image resolutions and the performance of salient object
detection methods. Obviously, there is a trade-off between the efficiency and
effectiveness in salient object detection depending on the sampled image
resolution. The running time of all the salient object detection methods
decreases on the images with lower resolutions, i.e., sampling could improve the
efficiency of salient object detection. On the other hand, as for effectiveness,
low sampled image resolution may cause the decline of salient object detection
performance.
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Fig. 6 Influence of sampling for region-level methods with simplex features. (a) and (c)
MC [36]. (b) and (d) GMR [35].

The top two rows of Table 4 show the required minimum sampled
resolutions for all the images while retaining the certain percentages of the
Fωβ values under the original image resolutions on MSRA10K and HR100,
respectively. For example, the “16×16” at the intersection of line “pixel level”
and column “75%” means at least one pixel level method cannot obtain 75%
Fωβ value of the one under the original resolution on one or more images if
the sampled image resolution is less than “16×16”. It shows that the required
minimum sampled resolutions for the pixel level methods increase slightly
when the required percentage of the Fωβ values increases. Compared to the
pixel level methods, the region level methods require higher but more stable
minimum resolutions. Nevertheless, we can find that all the salient object
detection methods are tolerant of image sampling, i.e., they can obtain quite
similar performance on low sampled image resolutions, such as 128× 128, and
the original image resolutions. The reason is that sampling may retain the
dominant color and structure of image content while removing the unnecessary
details, which will benefit salient object detection. In the last row of Table 4,
we suggest the sampled resolutions for all categories of methods under different
percentages of the Fωβ values to satisfy various original image resolutions, which
can be used as an effective sampling strategy for the efficiency improvement
of salient object detection in real applications.
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Fig. 7 Influence of sampling for region-level methods with complex features. (a) and (c)
RBD [37]. (b) and (d) RC [32].

To illustrate the efficiency improvement by sampling, we choose 85% of
the Fωβ values on the original resolutions as an example, which leads to the
minimum resolution 128× 128 for region-level methods with complex features
and it decreases to 64 × 64 for pixel-level methods and region-level methods
with simple features. The efficiency improvements under other Fωβ percentages
can be analyzed in the same way. We use these two resolutions as the suggested
resolution in our sampling strategy, i.e., sampling the images to 64× 64 when
using pixel-level methods and region-level methods with simple features and to
128×128 when using region-level methods with complex features. It means that
all the salient object detection methods can obtain quite similar performance
when decreasing image resolution to less than 1% of the original resolution.
According to Table 3, the time cost of all the methods on the sampled images
with the above resolutions can reduce 48% to 90% on MSRA10K and 98% to
99% on HR100. Hence, sampling could serve as a potential solution of efficiency
problem when using the existing salient object detection methods in real word
applications.
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Table 3 Efficiency evaluation with running time on diverse image resolutions.

FT [44] MSSS [45] MC [36] GMR [35] RBD [37] RC [32]

mean std mean std mean std mean std mean std mean std

M
S
R
A
1
0
K

4 × 4 0.0123 0.0062 0.0054 0.0006 – – – – – – – –

8 × 8 0.0108 0.0030 0.0056 0.0007 – – – – – – – –

16 × 16 0.0110 0.0017 0.0059 0.0006 0.0128 0.0018 – – 0.0177 0.0056 – –

32 × 32 0.0118 0.0021 0.0070 0.0003 0.0051 0.0010 – – 0.0358 0.0063 – –

64 × 64 0.0138 0.0023 0.0106 0.0008 0.0086 0.0016 0.0738 0.0072 0.0469 0.0076 0.0506 0.1918

128 × 128 0.0172 0.0028 0.0223 0.0016 0.0160 0.0028 0.1091 0.0067 0.0529 0.0068 0.0588 0.1461

256 × 256 0.0397 0.0027 0.0711 0.0029 0.0469 0.0070 0.2226 0.0114 0.1071 0.0092 0.1032 0.2281

original 0.0658 0.0082 0.1101 0.0184 0.0675 0.0112 0.2520 0.0240 0.1278 0.0181 0.1147 0.1175

H
R
1
0
0

4 × 4 0.0142 0.0009 0.0096 0.0537 – – – – – – – –

8 × 8 0.0102 0.0014 0.0043 0.0006 – – – – – – – –

16 × 16 0.0105 0.0013 0.0046 0.0007 0.0121 0.0076 – – 0.0169 0.0254 – –

32 × 32 0.0114 0.0015 0.0052 0.0009 0.0095 0.0019 – – 0.0306 0.0035 – –

64 × 64 0.0139 0.0009 0.0079 0.0007 0.0120 0.0022 0.0892 0.0051 0.0415 0.0046 0.0370 0.0144

128 × 128 0.0189 0.0010 0.0174 0.0028 0.0192 0.0024 0.1150 0.0060 0.0591 0.0057 0.0445 0.0143

256 × 256 0.0442 0.0019 0.0540 0.0076 0.0492 0.0053 0.2123 0.0093 0.1067 0.0087 0.0783 0.0156

original 1.3848 0.1768 2.1502 0.2782 1.6477 0.2053 5.0167 0.5748 2.6256 0.3275 2.6274 0.8030

Table 4 The required minimum sampled resolutions for retaining the certain percentages
of the Fωβ values under the original image resolutions.

Category
Minimum sampled resolution for diverse Fωβ percentages

70% 75% 80% 85% 90%

MSRA10K

PL 4 × 4 8 × 8 16 × 16 16 × 16 32 × 32

RLSF 64 × 64 64 × 64 64 × 64 64 × 64 64 × 64

RLCF 64 × 64 64 × 64 64 × 64 128 × 128 128 × 128

HR100

PL 16 × 16 16 × 16 32 × 32 64 × 64 128 × 128

RLSF 64 × 64 64 × 64 64 × 64 64 × 64 64 × 64

RLCF 64 × 64 64 × 64 64 × 64 128 × 128 128 × 128

suggested

PL 16 × 16 16 × 16 32 × 32 64 × 64 128 × 128

RLSF 64 × 64 64 × 64 64 × 64 64 × 64 64 × 64

RLCF 64 × 64 64 × 64 64 × 64 128 × 128 128 × 128

5 Validation in Tag Ranking

We validate the sampling strategy for improving the efficiency of saliency
detection methods in tag ranking. Inspired by the existing tag saliency ranking
methods [22, 34], we first need to build a semantic mapping between tags of
images and segmented regions of images. Since tags are associated with images
instead of segmented regions in NUS-WIDE data set, multi-instance learning
provides a good approach to model such weakly-supervised learning problem.
Specifically, we select RBF-MIP [51] as the multi-instance learning algorithm
in our experiments for its effectiveness and efficiency. Note here, the selection of
multi-instance learning algorithm has little influence on our validation, for we
validate the performance of saliency detection results on different resolutions
in tag ranking based on the same tag assignment result from images to regions.
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In RBF-MIP algorithm, the labels are associated with the bags, which are
the groups of the instances. We treat each segmented region as an instance,
so that an image, which is a group of segmented regions, is represented as a
bag, and a tag annotated to an image is treated as a bag-level label. In this
way, our data setting conforms to the requirement of RBF-MIP.

For each segmented region of an image, we extract a 21-dimension feature
vector consisting the following features: region location, region size, average
RGB color, standard variance of RGB color, Gabor magnitude with twelve
orientations. The dimensions of the above features are 2, 1, 3, 3, and 12,
respectively.

Given some images with tags, RBF-MIP trains a two-layer neural network
which responds to segmented regions. When we input the feature vector of
a segmented region, the trained network outputs the probability of each tag
assigned to this region.

We randomly select 16,000 images from the subset of NUS-WIDE with
20,000 images as the training data, and use the rest 4,000 images as the test
data. We train an RBF-MIP network for all the tags appearing in the data
set. For each region in a given image, we assign it with a tag which has the
highest probability in the output of RBF-MIP network. The sum of saliency
of all assigned regions to a tag in an image is treated as the weight of the
tag in the image. We determine the order of tags in each image according to
their weights, and evaluate the performance of tag ranking on each image by
comparing with the concepts of the image. We calculate the average precision
of tag ranking result on the ith image as follows:

APi =
1

Ni

Ni∑
k=1

pik
k
, (2)

where APi is the average precision of tag ranking result on the ith image; Ni
is the number of concepts of the ith image; pik is the number of tags in the
top-k tags belong to the concepts of the ith images.

We calculate the mean value of average precision on all the images, i.e.,
mean average precision (MAP), on test data, and compare the mean average
precision generated by different saliency detection results. Table 5 shows
the comparison results, in which the performance of each saliency detection
method in the original image resolution and the suggested sampled resolution
by the summarized sampling strategy is compared in tag ranking. We can find
that the saliency detection method can achieve similar performance in the
suggested sampled resolution to those in the original image resolution in tag
ranking, even slightly better in some conditions. Fig. 8 shows some examples
of tag ranking results with saliency detection on the sampled images, in which
the first row shows the images, the second row and the third row show the
corresponding concepts and tags respectively, and the rest rows show the tag
ranking results by using the saliency detection results with different methods
on the sampled images. It shows that the saliency detection methods can
obtain good performance in the suggested sampled resolution in tag ranking.
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Table 5 Comparison of the performance of the typical saliency detection methods in the
original image resolution and the suggested sampled resolution in tag ranking.

Method
Suggested MAP MAP

sampled resolution (sampled resolution) (original resolution)

FT [44] 64 × 64 63.17% 63.14%

MSSS [45] 64 × 64 65.82% 65.20%

MC [36] 64 × 64 66.08% 65.48%

GMR [35] 64 × 64 65.60% 65.77%

RBD [37] 128 × 128 65.21% 65.25%

RC [32] 128 × 128 64.55% 64.76%

6 Conclusion

In this paper, we investigate the relationship between image resolution and
the performance of saliency detection methods. The extensive experiments
show that sampling images to suitable resolutions can obviously improve
the efficiency of the existing saliency detection methods, namely pixel-level
methods, region-level methods with simplex features and region-level methods
with complex features, while retaining their effectiveness. It benefits to apply
the existing saliency detection methods in efficiently handling massive images
in tag ranking.
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44. Achanta, R., Hemami, S., Estrada, F., Süsstrunk, S.: Frequency-tuned salient region
detection. In: IEEE Conference on Computer Vision and Pattern Recognition, IEEE
(2009) 1597–1604
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