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Introduction

• Deep video understanding (DVU)

• requires systems to develop a deep analysis and understanding of long video.

• use known information to reason about other, more hidden information, and to populate a knowledge 

graph (KG) with all acquired information. 

• HLVU dataset

• 14 videos

• 10 for development 

• 4 for test

• 1h/video in average

• shot, entity name, entity type, screenshots
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Task
• movie-level

• Find all possible paths question.

• Fill in the part of graph question.

• Multiple choice questions.
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• scene-level
• Find the unique scene.

• Fill in the graph space.

• Find next interaction in scene X between person Y and person Z.

• Find previous interaction in scene X between person Y and person Z.

• Find the 1-to-1 relationship between scenes and natural language descriptions.

• Classify scene sentiment from a given scene.
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Pipeline
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• Video segmentation
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Pipeline
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• Video feature
• C3D

• Audio feature
• MFCC, LMFE 

• Text feature
• BERT

• Entity feature (subject, object, union)
• CenterTrack

• InsightFace

• C3D
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Pipeline
• Joint learning architecture

• relationship: average of medium video feature

• interaction: medium video feature + average feature
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Pipeline
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• Low-shot, Zero-shot learning

• Joint learning
• � denotes loss 

•  denotes the feature of pair

•  denotes the feature of the positive relationship

•  denotes the set of negative relationships

•  denotes the feature of relationship 

•  denotes the number of negative relationships

•  denotes the total loss

• �� denotes the loss of relationship

• ��denotes the loss of interaction

• ��denotes the loss of sentiment



NANJING UNIVERSITY

177

Query answering
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• movie-level
• Find all possible paths question.

• Fill in the part of graph question.

• Multiple choice questions.

• relationship knowledge graph

• scene-level
• Find the unique scene.

• Fill in the graph space.

• interaction knowledge graph

• Find next/previous interaction in scene X between person Y and person Z.

• split medium video into shot videos

• Find the 1-to-1 relationship between scenes and natural language descriptions

• match with predicted interactions and sentiments.

• Classify scene sentiment from a given scene.

• sentiment model 
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Improvement
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Improvement

10

text feature

audio feature

video feature
regression 

model

sentiment 
category VADER sentiment 

score having class
breakfast
agreement
dressing
greeting

0.08
0.13
0.23
0.32
0.32

distance

• Sentiment score

• Sentiment distribution

• Experiment result 

• + denotes the positive loss

•  denotes the feature of scene,

• + denotes the feature of the positive sentiment 

• + denotes the distribution ratio of positive sentiment

• − denotes the negative loss

• − denotes the feature of negative sentiment

• − denotes the distribution ratio of negative sentiment
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• I3D  represents rgb stream of I3D  

• I3D  represents optical flow stream of I3D

• I3D  represents avaraging the outputs of 

rgb stream and optical flow stream

• I3D  represents concatenating the features 

extracted by both of the streams

Improvement
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• Model means description matching model

• mat means direct matching algorithm

•  represents predicted interactions

•  represents detected entities

•  represents predicted sentiments

•  represents detected objects.

Improvement
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