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MediA recoGnition
and UnderStanding

Scene Graph Generation

Goals
* localize holistic object instances

* recognize their relationships

bat
Challenges .

* long-tail data distribution swinging

« sparse samples on triplet categories

. . o ith
* large intra-class variation and high inter-class N\

similarity

Application

 captioning

An example of scene graph

* retrieval
 visual question answering

« multi-modal dialog



\%@MAGUS

MediA recoGnition
and UnderStanding

Motivation
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Related Work

Plug-and-play methods can be easily
attached to any other type of method

and strengthen their effectiveness.

Knowledge

—
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SGG
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Our Method — Framework [t

« Initialize relation representation with Feature Transformation Module

* Find possible relation proposals with Link Prediction Module
» Construct heterogeneous object and relation features spaces with Object Prediction Confusion Module
* Propagate the heterogeneity to arbitrary SGG relation predictors with Auto Encoder Module

HLB only works as training branch:

Heterogeneous Learning Branch
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Conventional SGG methods
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Our Method — Feature Transformation

* GNN usually suffers from over-smooth problem
« Severe long-tail problem in VG dataset exacerbates the over-smooth problem

« Alleviate over-smooth problem by enhancing each node’s original feature

SGDet
mR@20 mR@50 mR@100 R@20 R@50 R@100
o GCN 3.14 117 183 73.05 7058 33.54
- ( 1° ( + o GCN+ 4.02 5.45 6.32 2453 3147 35.52
GAT 3.06 5.35 6.21 24.55 3141 35.50
GAT+ 1.06 5.50 6.40 24.38 31.28 35.20
. HLB- 3.06 5.27 6.00 24.36 31.08 35.13
over-smooth-proof item HLB 134 5,87 6.84 2478 3179  35.91




Our Method - Link Prediction

—

- Hierarchical Link Prediction Moduje
— Probability between two isolated objects ( ()

What is the relationship
between these two object?

— Probability between two objects with consideration of context ( (| )

— Probability of all possible existing relations (|

—

Graph Edge

Groundtruth

]—* " Random

Graph Edge ™= Sampler /

Proposals

J

Context
Embedding

Attention )4 |
' “Pair-wise

Pl e
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In current scene, what is
the relationship between
these two object?

\ What could happen in

current scene?

Graph
Structure |

[ | ROl Feature |
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Our Method — Object Prediction Confusion [ e
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Relevance between high-
dimension tensors is
difficult in quantification | D B S
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Our Method — Auto Encoder [t

—

» Defect of a classifier (only Encoder):

 Since training two different classifiers simultaneously (classifier from conventional SGG method and that
from our HLB method) is difficult, a possible dilemma is both the classifiers tend to generate logits that
close to zero (sparse logits) to make the loss value seems to decease.
» Advantage of an Auto Encoder (Encoder + Decoder):

» The better the prediction logits can be reconstructed, the more information is preserved in the logits. It
means that the classifier/Encoder tend to generate dense/non-zero logits.

Reconstruction

Ensure that relation feature could be reconstructed,
so as to ensure that more information can be preserved

Decoder

relation logits A

Conventional 9{ Optimization Goal: minimize(A-B)

— relation logits B

SGG Predictors
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Experiment Settings

Datasets: Visual Genome (VG-150) Tasks

« 108,077 images « Scene Graph Detection

» 1,366,673 object instances « Scene Graph Classification

* 1,531,448 relation instances * Predicate Classification

» 108,249 isolated scene graphs Evaluation metrics

» 150 object categories * R@N (recall in top-N results)

« 50 relation categories « mMR@N (mean recall over classes in top-N results)

e | -

* ng-R@N (no graph-constraint recall in top-N results)

* ZR@N (zero-shot recall in top-N results)
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Experimental Results

—

— Toy Experiments
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%MAGUS

Restricted fusion between object and relation features can significantly improves the
performance, i.e., heterogeneity between object and relation features is worth noting.

obj_logits = predictor(feature[0]) [

obj_logits = predictor(feature[-1])

|.I.I.|.| Object Scores

L, : ____________
IMP-H (Semi- Heterogeneous method) <

: Node Edge
Object Feature GRU GRU
A N
: Edge Node
Relation Feature GRU GRU

|.I.I.|.| Object Scores

- IMP (Homogeneous method)

@10
Node @50 @100 @50 0
GRU IMP 3.8 48 207 245
IMP-H 5.37 6.30 31.21 35.36
R
GRU —~ 3 Relation Scores | —
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i : Toval MAGUS
Experimental Results — Comparison Results &

PredCls SGCls SGDet
Model mR@50 R@50 mR@100 R@100 | mR@50 R@50 mR@100 R@100 | mR@50 R@50 mR@100 R@100

GBNet-f [34] 22.1 66.6 24.0 68.2 12.7 373 134 38.0 71 26.3 8.5 20.0

Graph R-CNN [32] 16.4 54.2 17.2 50.1 9.0 20.6 95 31.6 5.8 11.4 6.6 13.7

ReIDN [35] 15.8 68.7 17.2 68.8 93 38.9 96 38.9 6.0 31.0 7.3 36.7

FCSGG [17] 63 41.0 7.1 450 3.7 23.5 41 25.7 3.6 213 42 25.1

GPS-Net [31] 19.2 69.7 21.4 69.7 11.7 423 12.5 423 7.4 28.9 0.5 33.2

RNN-based — IMP [29] 038 50.3 105 61.3 58 34.6 6.0 35.4 3.8 20.7 48 245
IMP+HLB 10.63 60.91 11.37 62.95 6.62 38.10 6.98 39.01 1.19 26.67 5.23 31.85

IMP-H 1017 58.80 10.97 61.31 6.05 34.80 6.47 36.50 537 31.21 630 35.36

Heavy-  IMP-H+HLB 1044  59.43 11.17 61.52 7.07 38.21 7.47 39.09 5.87 11.79 6.84 15.91
Feature — VTransE [37] 147 65.7 153 676 8.2 38.6 87 304 5.0 207 6.0 343
VTransE+HLB 15.26 65.68 16.40 67.60 8.24 39.72 8.74 10.61 5.14 20.74 6.22 34.47

Knowledge- _—3rppNT3] 17.7 65.8 19.2 67.6 9.4 36.7 10.0 374 6.4 27.1 7.3 208
based + GNN  grpN,HLB 15.80 61.17 17.15 64.17 0,01 38.16 9.69 39.37 7.11 28.70 8.58 33.41
Knowledge- _ —NOTTFS [36] 140 65.2 153 67.1 77 35.8 8.2 36.5 5.7 27.2 6.6 303
based + RNN  MOTIFS+HLB 15.39 64.01 16.74 66.80 8.90 39.48 9.44 10.32 7.19 32.57 8.43 37.01
Tree.RNN — VCTree-SL [24] 17.0 66.2 185 67.9 98 37.9 105 38.6 6.7 27.7 7.7 3.1
VCTree-SL+HLB 17.47 65.73 18.79 67.35 11.98 36.95 12.73 38.50 7.46 32.04 8.75 36.34

GNN-based— BGNN [13] 304 502 32.9 61.3 143 374 165 38.5 10.7 1.0 12,6 5.8
BGNN+HLB 28.20 61.06 30.43 63.22 16.72 35.27 18.09 36.64 12.57 27.80 15.03 32.28
O Aveiae +1.45% _ -021% __ +0.96% 0.02% | +11.73% _ +4.08% _ +10.74% _ +4.39% | +12.63% _ +8.83% _ +14.20% __ +10.48%
+0.54%, +7.73% +11.53%

Comparison with the state-of-the-arts methods

4.‘
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Experimental Results — Quantitative Analysis

* Component Analysis PredCls SGCTs SGDet
mR R mR R mR R
 AD: remove decoder from Auto-Encoder @20 @20 @20 @20 @20 @20

@50 @50 @50 @50 @50 @50

] . .y @100 @100 @100 @100 @100 @100
* LP: remove Link Prediction Module 04 5147 501 3037 308 2445

] IMP-H 10.17 55.89 6.05 34.89 5.37 3121
« GE: remove over-smooth-proof item from GNN 097" &5k 647 2669 G 46

7.78 51.67 4.83 30.49 3.90 24.49
IMP-H-AD 0.67 58.95 5.80 35.00 5.25 31.32

° Feature Representatlon AnalySIS 1043 61.38 6.21 36.68 6.14 35.40
7.72 51.61 476 30.42 402 24.44
IMP-H-LP 054 5804 560  34.01 5.38 31.26
10.24  61.36 6.00 36.56 623 3530
higher intra-class similarity 776 5074 483 2085 387 2317
e BGNN IMP-H-GE 0.82 58.28 5.85 34.20 5.27 30.03
R 10.66  60.00  6.27 35.80 623 3436
2.5 8.50 5273 584 3489 434 2478
IMP-H-HLB  10.44 5943 7.07 3821 587 3179
0.41 11.17 6152 747 39.09 6.84 3591

0.21 0.23 Component analysis

0.11

less inter-class ambiguity

(a) Intra-class Similarity (b) Cluster-center Similarity (c) Inter-class Variation

Feature representation analysis
13
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Experimental Results — Qualitative Analysis [

« The words marked with green denote the correctly detected objects and relations

« The red words and lines represent the wrongly predicted ones with notated labels in brackets

 The words marked with black color refer to the predicted relations which are considered
positive but unlabeled
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