mﬁﬂ Video Visual Relation Detection

Xindi Shang?, Tongwei Ren?, Jingfan Guo?, Hanwang Zhang3, Tat-Seng Chuat
1. School of Computing, National University of Singapore, Singapore
2. State Key Lab for Novel Software Technology, Nanjing University, China
3. Department of Computer Science, Columbia University, USA
~Introduction
. Relation understanding is crucial for holistic understanding of video
data, which can support complicated applications like automatic
. captioning and multimedia question answering. In this work, we aim
to detect visual relations between objects, including the dynamic
relations and temporally changing relations. Formally, a visual relatiof<
Instance In a video IS represented by a relation triplet <subject, .

predicate, object> with the trajectories of the subject and object (see
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1. Extract features for 3. Learn to predict relation
appearance and motion of triplet given the relation feature,
objects, and their relative by classifying among the [> dog-stand above-skateboard !
position and motion. observed relation triplets: skateboard-move beneath-dog |
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.~ Evaluation Results N
- Visual relation tagging evaluates the performance of relation prediction @ | o & go0 | B st
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- The baselines are adapted from image based methods by using our o aim e e | |Cnedeper
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tracklet proposal, feature extraction and relational association methods. | | 7 Eo@md
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- Zero-shot setting requires to predict unseen visual relations w.r.t. training : pesan-on theright of<og
zero-shot setting . “ir JRERY

relation detection relation tagging o - 5 S
R@50 R@100 mAP P@l1 P@5 P@10 ' Method relation detection > — dog-away-person

VP [32] 0.89 1.41 101 3650 2555  19.20 R@50 R@100 mAP | ’ :

Lu’s-V [22] 0.99 1.80 237  20.00 1260  9.55 Lu’s-V [22] 0.93 0.93 N _ :

Lu’s [22] 1.10 223 240 2050 1630 14.05  Lu’s[22] 0.69 1.16 : — e beneathlog |
VTransE [42]  0.72 1.45 : : . . VTransE [42]  0.69 0.69

1.62 2.08
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VidVRD Dataset

= The first video visual relation dataset, based on ILSVRC16-VID dataset. training set _ test set
800 200

Object trajectory annotation: additional 5 object categories, person, subject/object category 35 .

ball, sofa, skateboard and frisbee. predicate category 132 132
i i i _ i . i i relation triplet 2,961 1,011

Visual relation annotation: 3,219 types of relation triplets in which258 . . . . . video-level) _ 4835

only appears in test set. The test set has 432 unseen instances. segment 15,146 3,202
Download link: https://Ims.comp.nus.edu.sg/research/VidvVRD.html tabeled segment 3,033 2,801

visual relation instance (segment-level) 25,917 29,714
Loading and evaluation codes: https://github.com/xdshang/VidVRD-helper
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