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ABSTRACT
Personal photos on tour are easily affected by distractive
objects, which requires effective post-processing for subject
enhancement. In this paper, we propose a novel personal
photo enhancement method using saliency driven color
transfer, which can effectively reduce the attraction of dis-
tractive objects with simple user interaction. To each given
image, distractive objects are firstly detected by combining
saliency map and user interaction, and their attraction is
further reduced by color transfer. The experimental results
show that our method achieves similar effectiveness but
higher efficiency to manually editing and outperforms other
existing techniques.

Categories and Subject Descriptors
I.4.8 [Scene Analysis]: Color; I.4.9 [Image Processing
and Computer Vision]: Applications

Keywords
Saliency detection; super-pixel representation; color trans-
fer; photo enhancement

1. INTRODUCTION
Tourists prefer to take photos for memorizing tour ex-

perience and sharing them with friends [?, ?, ?]. Yet it
is not easy to take a satisfactory photo in the places of
historic interest and scenic beauty, for these places are
usually crowded. Other tourists with colorful clothes in
background may attract much attention of photo viewers
and make the subjects less outstanding [?], who are called
“distractive objects”. Figure 1 shows some examples of
distractive objects, which are marked with green boxes.
These distractive objects are difficult to be completely
avoided even the photographers notice them in time and
retake photos from different views. Hence, some post-
processing of personal photos is required to reduce their
attraction for enhancing photo subjects.
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Figure 1: Examples of distractive objects (marked
with green boxes).

Manually removing the distractive objects or transferring
their color with software tools, such as Photoshop, is a
common strategy to solve this problem. But it requires
professional skills and it is usually time consuming. Re-
cently, some semi-automatic techniques are proposed to
reduce human labor in handling distractive objects. One
kind of techniques focus on removing the distractive objects
from the photos. Image inpainting is a typical technique
for object removal, which aims to automatically fill the
region of a removed object with the similar image content
surrounding it or from other images [?,?]. Image retargeting
is another technique for object removal by insignificantly
removing or warping the image content covering the removed
objects [?,?]. Both image inpainting and image retargeting
can completely remove the distractive objects, but they
easily bring in artifacts, especially for the personal photos
with complex background. Another kind of techniques focus
on changing the color of distractive objects to reduce their
attraction. Color transfer aims to transfer the global or
local color of a given image by referring some reference
images or following pre-defined operations [?]. It avoids to
bring in artifacts in filling image content or changing image
structure, but it requires suitable reference images or well-
defined operations.

In this paper, we propose a novel personal photo enhance-
ment method to reduce the attraction of distractive objects
by saliency driven color transfer. Figure 2 shows an overview
of our method. Given an input image with distractive
objects, we first represent the photo with super-pixels,
and calculate the saliency of each super-pixel. Meanwhile,
we annotate the subject(s) in the photo with simple user
interaction. Combining the saliency map and the annotated
subject(s), the distractive objects are detected and their
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Figure 2: An Overview of the proposed method.

colors are further transferred according to the average
colors of their surrounding super-pixels. In this way, the
attraction of distractive objects are reduced and the subjects
are enhanced. Though there has been existing work on
combining saliency detection with color transfer [?] or image
enhancement [?], to the best of our knowledge, our method
is the first time to apply the combination of saliency and
color transfer in handling distractive objects.

2. SALIENCY DRIVEN COLOR TRANSFER
FOR DISTRACTIVE OBJECTS

2.1 Super-pixel Representation
Representing an image with super-pixels has shown its

effectiveness in image editing [?, ?]. In our method, super-
pixels representation helps to annotate the subject(s) with
user interaction, and it is also used as the preprocessing of
distractive object detection and color transfer.

We utilize SLIC algorithm [?] for super-pixel represen-
tation, which can effectively generate a desired number of
regular and compact super-pixels. It clusters pixels to super-
pixels based on their similarity in L∗a∗b∗ space and spatial
proximity. The distance measure ds is calculated as follows:

ds = ‖ωi,ωj‖2 +
m√
N/K

‖ψi,ψj‖2, (1)

where ‖ωi,ωj‖2 denotes color distance in L∗a∗b∗ space
and ‖ψi,ψj‖2 denotes plane distance, here ‖ψi,ψj‖2 is
normalized by m√

N/K
, in which m is a parameter to adjust

the weight of spatial proximity, N is the number of pixels
and K is the expected number of equally-sized super-pixels.

SLIC searches the optimal matching pixels from a square
neighborhood around each initial seed, and generates super-
pixel representation after iterations.

2.2 Saliency Detection
Salient object detection aims to detect the attractive

objects for human in images [?, ?, ?, ?]. In our method,
saliency map is utilized to detect the potential distractive
objects. Specifically, the distractive objects are the salient
objects that the users wish to avoid. Moreover, the color

transfer is also conducted under the guidance of the saliency
map.

We utilize a simple and effective salient object detection
method called FT [?] in our method, which calculates the
saliency value of each pixel sx,y as the Euclidean distance
between its color and the average color of the Gaussian
blurred image in L∗a∗b∗ space:

sx,y = ‖Ix,y − Iavg‖2, (2)

where Ix,y is the color of pixel px,y; Iavg is the average color
of the Gaussian blurred image.

To each super-pixel spi, we calculate its global saliency as
the average saliency value of all the pixels within it:

sgi =
1

Ni

∑
px,y∈spi

sx,y, (3)

where Ni is the number of pixels within spi.
We also detect the local saliency of each super-pixel by

comparing its surrounding super-pixels:

sli =

√√√√ 1

|∆i|
∑

spj∈∆i

(si − sj)2, (4)

where ∆i is the set of all the super-pixels surrounding spi,
and |∆i| is the number of super-pixels within ∆i.

2.3 Salient-Driven Color Transfer
To detect the distractive objects, we first ask the users

to manually annotate the subject(s) by drawing a curve
around each subject. All the super-pixels inside the curve
are treated as the subject.

Then, we select the salient super-pixels from the given
image. Inspired by [?], we define a adaptive threshold T :

T =
1

W ·H

W∑
x=1

H∑
y=1

sx,y, (5)

where W and H are the width and height of the image.
Based on T , we further define two thresholds T g = 2T and
T l = T to measure global saliency and local saliency of
super-pixels, respectively.
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Figure 3: Comparison with other photo editing methods. (a) Input images. (b) Manual editing with
Photoshop (PS). (c) Image inpainting (IP) [?]. (d) Seam carving (SC) [?]. (e) Our results.

All the super-pixels satisfy the following requirement are
selected as the parts of distractive objects:

(sgi > T g) ∩ (sli > T l) ∩ (spi /∈ Ω), (6)

where Ω is the set of super-pixels annotated as parts of the
subjects.

For each super-pixel selected as a part of distractive
object, we reduce its attraction by saliency-driven color
transfer. As shown in Equation (4) and (6), the selected
super-pixel has obvious difference to its surrounding super-
pixels. So we reduce its attraction by transferring its color
to its surrounding super-pixels in L∗a∗b∗ space. In color
transfer, we keep the color value on L channel of each pixel
to avoid artifacts and change the color values on a and b
channels of each pixel as follows:

a
′
x,y = (1− ωi) · ax,y + ωi · ãi, (7)

b
′
x,y = (1− ωi) · bx,y + ωi · b̃i, (8)

where ax,y and bx,y are the color values on a and b channels

of pixel px,y; ãi and b̃i are the average color values on a and
b channels of all the super-pixels surrounding spi, here pixel
px,y belongs to spi; ωi is a weight parameter, which equals
the local saliency sli of spi in our method.

3. EXPERIMENTS

3.1 Experiment Settings
We first construct an image dataset consisting of 90

images with obvious distractive objects. These images are
collected from the Internet and manually selected according

to the existence of distractive objects. Based on the
dataset, we compare our method with other photo editing
approaches, including manual editing with Photoshop (PS),
image inpainting (IP) [?], and seam carving (SC) [?].

The proposed method is implemented in Matlab. All of
the experiments are carried out on a desktop computer with
2.7GHz CPU and 8GB memory.

3.2 Experimental Results
Figure 3 shows some examples of the results in our

experiment, among which the distractive objects are marked
with green boxes in the input images. For instance, in the
first row of Figure 3, several people in red are detected as
distractive objects. IP and SC introduce either white holes
or serious distortion in removing the distractive objects,
while PS obtains an acceptable result under professional
operation but still causes blurring in the operation regions.
In contrast, our method brings in less artifacts by changing
the color of their clothes to gray, which effectively reduces
the attraction of these distractive objects.

To quantitatively validate the performance of our method,
twenty undergraduate students are invited to participate in
user study. Each result generated by different methods on
all the images is randomly evaluated by three participants
at three levels: good, acceptable and bad. The dominant
evaluation of three participants for each result is treated as
the final evaluation, and a result is evaluated as acceptable if
all the three participants have completely different opinions.
Table 1 shows the result of user study. We can find that our
method achieves similar effectiveness to PS and obviously
outperforms the other two approaches.

We also evaluate the efficiency with the average running



Table 1: Comparison of user study.

PS IP SC Our

good 33 17 15 30

acceptable 56 45 52 53

bad 1 28 23 7

Table 2: Comparison of average running time.

PS IP SC Our

Language – Matlab C++ Matlab

Time 25min 44.53s 2.57s 2.09s

time of each method, including user interaction. The
evaluation result is shown in Table 2. We can find that
our method is obviously faster than PS and IP and slightly
faster than SC.

3.3 Discussion
Accurate user interaction is not required by our method.

The users only need to roughly annotate the subjects, which
is sufficient to locate the distractive objects. It is benefited
from the super-pixel representation.

However, the performance of our method depends on the
result of saliency detection. Once saliency detection fails,
the distractive objects may not be detected. As shown in
Figure 4, the blue umbrella marked by green box attracts
much attention, but it is not detected in the saliency map.
It still exists in the generated result. This problem can be
solved by introducing more user interactions.

4. CONCLUSION
In this paper, we propose a novel photo enhancement

method to help users conveniently enhance their personal
photos by reducing the attraction of distractive objects
rather than directly removing them. The whole enhance-
ment procedure is based on super-pixel representation and
guided by saliency detection. The experimental results show
that the proposed method can bring in less artifacts and
achieve high efficiency.
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